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Abstract

This paper is basically based on the “George Sinsnemorial Lecture” delivered
at the 3% annual conference of IASP held at Rohtak (2013yives a brief description of
various stochastic models for human fertility sp#gi developed at the Department of
Statistics, Banaras Hindu University, Varanasi, idndAlthough it does not give a
comprehensive list of all the papers related talsistic models for human fertility but
provides a description of various directions in eththe models have been developed. The
present paper also includes a description somentrguapers published after the above
conference.

Introduction

Human reproduction is a very complex process. Algto it is basically a biological
process but it is very much influenced by varionsia, economic, cultural and behavioral factors so
much so that in many situations these factors becomre prominent than the biological factors.
Hence for any clear-cut understanding of the hurfetility behavior one should have a deep
understanding of the above two aspects of fertiRgsearchers have used various approaches to study
human fertility from different angles accordingtb@ir interest. One of these approaches, althoogh n
very common, has been the use of mathematical moolstudy the human fertility behaviour.

By a model, we mean any conceptualization of rgabson. If this is done in terms of
mathematical relationship(s) then the model magdiked as a mathematical model corresponding to
a real phenomenon under study. It is a theorestaicture, a logico-deductive conceptualized
scheme, expressed through a single equation ot af sgjuations meant to unfold process of the
phenomenon under consideration. These models haweel ninterpretative, predictive and
communicative values which enhance their utilityhwsiderably. Depending upon the nature of the
various aspects of the phenomenon under invesiigatie mathematical model fall broadly in either
of two categories

*  Deterministic
e  Stochastic (i.e. Probabilistic)

The deterministic model has an element of certamyre outcome and in a situation where
the end result is certain and almost predictable,deterministic model can serve the purpose well.
On the other hand, in a situation where the phenomés of random nature and the outcome is
uncertain, a stochastic model is appropriate. Wtk mean or expected values are given by the
stochastic model may agree with that of the detdstic model based on sufficiently similar
assumptions, the stochastic model offers more himsiggo the unforeseen consequences otherwise
difficult to understand in a complicated phenomenon

Uses of Mathematical Models

*  Model builder generally makes certain asgiong about the system based on his
experience and intuition and then tries to desdtieebehavior of the system in terms of mathemiatica
equation(s). All these help in understanding thengimenon in a better fashion.
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* One of the difficulties in demographic resdais its non-experimental nature. Many
times a researcher finds more than a single fagierating over a phenomenon under study.
Since all the analyses, in this case, are basedduoran beings and hence it is difficult to
control a number of factors at the same time ammbatthe experiment under identical
conditions. It is also essential to know what wohlgppen by changing a factor if other
factors are kept constant. It is possible to aehtbis through models. Moreover, a researcher
may also be interested in knowing the interrelaigps among different factors. This can also
be accomplished through models.

» At a later stage, the researcher may uttlisemodel to estimate some of the parameters
(unknowns) which may appear in its equations bgioiig a fit to the observed data.

 Sometimes a researcher may find some restlish may appear inconsistent but when
the problem is tackled with the help of a modes, @ipparent inconsistency may be explained.

The Qualities of a Model Builder

A comprehensive knowledge of the phenomamater consideration for which a model
is to be developed.

* A comprehensive mathematical and statisskal to put the phenomenon in the form of
mathematical relations which are realistic to theerpmenon and have interpretative, predictive
values with possibilities of estimation of unknoveharacteristics (parameters) inherent in the
phenomenon.

In fact model building is an art as well as scienthis can be well understood if we
remember the following statement of Prof. R. P. égnin his book “Differential Equation”
(McGraw-Hill, New York, 1942, p. 30). Prof. Agnewate,“much of the progress in science is due
to men who have the courage to make assumptiongabd sense to make reasonable assumptions,
and the ability to draw correct conclusions frone tissumptionis

Thus if a researcher wants to develop any matheatathodel for human fertility, the
researcher should have a clear-cut understandinpeofhuman reproduction process. Fertility is
basically measured by live birth which is an outeoofi a successful termination of a conception. A
live birth is the complete expulsion or extractilem its mother of a product of conception,
irrespective of the duration of pregnancy, whictterasuch separation, breathes or shows any other
evidence of life, such as beating of the heartsatidn of the umbilical cord, or any definite
movement of voluntary muscles, whether or not thiilical cord has been cut or the placenta is
attached.

For live birth, normally the following three eveitave to occur.

1) There should be an intercourse.
2)  The intercourse should result into a cotioap
3)  The conception should result into a liveti
Keeping this into consideration, American sodjidts Davis and Blake (1956) first identified
a list of intermediate variables which may influertbe fertility. The list of 11 intermediate varie
is given below:

I. Factors affecting exposure to intercourse

A. Those governing the formation and dissolutid unions in the reproductive period
1. Age of entry into sexual unions
2. Permanent celibacy; proportion of womewmer entering sexual unions
3. Amount of reproductive period spent raftebetween unions
a. When unions are broken by divorepasation or desertion
b. When unions are broken by deathusband



B. Those governing the exposure to intercoursigimunions
4. Voluntary abstinence
5. Involuntary abstinence (from impotentieess, and unavoidable but temporary separations)
6. Coital frequency (excluding periods o$titence)

Il. Factors affecting exposure to conception
7. Fecundity or infecundity, as affectedifyoluntary causes
8. Use or non-use of contraception
a. By mechanical and chemical means
b. By other means
9. Fecundity or infecundity, as affectedumjuntary causes (sterilization, subincision, matic
treatment, etc.)

lll. Factors affecting gestation and successful paarition
10. Foetal mortality from involuntary causes
11. Foetal mortality from voluntary causes

The biological and behavioral factors through whadtial, economic and environmental
factors affect fertility have been called as ‘Imediate variables of fertility’. The primary
characteristic of intermediate fertility variabiegheir direct influence on fertility. If any int@ediate
variable, such as the prevalence of contraceptfanges, then fertility changes necessarily also
(assuming the other intermediate fertility variabtemaining constant) while this is not necessarily
the case for an indirect determinant such as inaameelucation (Bongaarts, 1978).

Although Davis and Blake (1956) tried to give extensive list of intermediate variables
(factors affecting fertility directly) but they didot provide any suitable methodology to measuee th
impact of various factors quantitatively which mayovide more meaningful conclusions.
Alternatively, other researchers tried to develggasures to quantify the different aspects of human
fertility.

Broadly these quantitative measures can be speefie

(1) Fecundability

(2) The probability that a conception resultsailive birth

(3) Non-susceptible period associated with a eption/birth

(4) The probability that a female is fecund (@rige) at various stages of her reproductive life
We now try to explain these in brief:

(1) Fecundability: Before defining fecundability, we must recognibattfertility is measured by
live births and live births are successful termmrabf conceptions into live births. In fact ocamce

of a conception to a female is a random event.dgioklly a conception can take place during a
menstrual cycle only if:

a) The menstrual cycle is ovulatory i.e. amrous released from the ovary during the menstrual
cycle.

b)  An intercourse takes place during thelfepieriod of the menstrual cycle. Although no pseci
length of the fertile period is known for a femal& normally it occurs in the middle of the menatru
cycle and its length is about 3-4 days.

c) The intercourse during the fertile periedds to the fertilization of the ovum i.e. occuoeif a
conception.

It is also known that even if an intercourse ocausng the fertile period, there is no surety
that conception will occur definitely in the mengt cycle. Since the fertile period is not known
precisely, the intercourses occur somewhat randasubr the cycle and there is no surety of
occurrence of conception even in presence of iatese during the fertile period, the occurrence of
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conception during a menstrual cycle becomes anteferandom nature and consequently, it has a
probability associated with it. In the light of al@ofacts, the fecundability is defined as the philiig
that a non-contracepting, susceptible female witiaeive in a menstrual cycle.

It is to be further mentioned that the length ehanstrual cycle is precisely not constant but
roughly it is around one month. Consequently, theetinterval of a menstrual cycle is generally
taken as one month. Thus practically fecundahsityonsidered as a probability of conception in one
month. Thus in modelling, the unit of time is takken one month and in any time interval, time is
considered to be discrete taking values 0,1,2,30..répresenting the initial time).

In many studies, instead of treating time to bereéi®, it is considered as continuous. For this
situation, we consider the probability of conceptauring an infinitely small interval (t, tt) as
Mt).At+O(At). Here)(t) is considered as conception rate at time ‘tary timesA(t) is considered as
independent of ‘t’ i.ek (say), therk is called as conception rate (per unit of timgéjhé unit of time
is taken for one month, thenis almost equivalent to fecundability. Howeverthe unit of time is
taken as one year, thénis called conception rate per year or yearly cptioa rate. Both the
situations i.e. treating time to be discrete orticmous have extensively been considered by
researchers according to their methodologies. Niyrmaliterature, fecundability has been denoted
by ‘p’ whereas\ (or ‘m’) has been denoted for the conception rate.

(2) The probability of a conception leading to a live bith: It is known that normally after a
gestation of about nine months, the conceptionitatas into a live birth. (Sometimes multiple bérth
may also occur such as twins or more). Howevemany situations a conception may not terminate
into a live birth, instead, it may terminate into @ortion or stillbirth (a birth where the chikldead
before the birth). Thus it is not necessary tha¢rgvconception will result in a live birth.
Consequently, we consider a probability $awhich denote the probability that a conceptioruitss
into a live birth. Consequently, @-is taken as the probability that the conceptidh ot result in a

live birth. Some researchers have used the termmiptete birth for the abortion/stillbirth. For
simplicity, researchers have also assumed one @ocorrespondence between conception and live
birth i.e.0 to be equal to one.

(3) The non-susceptible period associated with a condam: It is known that after the occurrence
of conception, it will terminate either in the fownlive birth or abortion or stillbirth after a giation
period. During this period, there is no possibilifyany other conception. It is also known thaeaft
the termination of pregnancy, there is no menstndbr certain period and in this period also,réhe

is no possibility of a conception. The period frtime termination of pregnancy till the occurrence of
first menstruation after termination of pregnansyknown as post-partum amenorrhea period. The
sum of the gestation period and the post-partumnamigea period has been termed as non-
susceptible period associated with the conceptitmactically, in the non-susceptible period, the
probability of conception is zero. At this stagaggoint needs special mention. In fact, the olwtat
takes place before menstruation and if the ovurmas fertilized then the menstruation occurs.
However, if the ovum is fertilized then no menstiwa occurs and the conception takes place which
terminates into a live birth or abortion/stillbirtiter the completion of the gestation period. Tius
this situation, practically no menstruation ocdoegore the next birth/conception. In this situatitre
duration from the termination of pregnancy to tleewsrence of next conception may be treated as a
non-susceptible period. Normally the non-susceptilgriod is denoted by ‘h’.

(4) The probability that a female is fecund (or steril@ at various stages of her reproductive
life: Fecundity refers to the physiological capacitypdémale to conceive. Thus a female is said to be
fecund if she has the capacity to conceive. Thesrades of fecundity is considered as ‘sterility’.
Technically, every female is non-fecund before melma and after menopause. Further, the fertility
performance of a non-fecund female will definitbly zero but a female with zero fertility may not
necessarily be sterile (non-fecund). Further, safermay be fertile for some period and then becomes
sterile, for example, after sterilization. Thus #terility is usually classified as primary stdyilior
secondary sterility. Obviously, sterility plays ajor role in the fertility study. In literature, ually, o
denotes the probability that the female is fecund.
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In this study we have discussed following typestothastic models mainly developed at Department
of Statistics, Banaras Hindu University:

Models for number of births/conceptions in a gipeniod
Models for different types of birth interval

Estimation of Parity Progression Ratios (PPR) amtaintaneous Parity Progression Ratios
(IPPR) from Open and Closed birth interval data

Son preference and sex ratio at birth
The descriptions of above models are given below:

Models for number of births and conceptionsDandekar (1955) proposed a stochastic model
for number of births in a given period and triedajaply it to real data collected in a survey in two
districts in Maharashtra. The data mainly refendmber of births given by females in a given age
group. In this modelthe wunit of time was firstlynsidered as one vyear. It is said
that initially Dandekar tried to fit the model withe help of binomial distribution considering one-
year period of reproduction as a trial assuming itha year, a female gives a birth or does no¢ giv
the birth. Giving birth in a year may be considerad success whereas not giving birth
as failure (assuming that the probability of givimgre than one birth in a year is very low and kenc
it can be ignored). He also thought that the proitalof success will remain same from trial toatri
(year to year) and hence thought that binomialribision may be an appropriate model for the
number of births in the given period. However, winenapplied the model to the real data, he could
not get a satisfactory fit of the model to the dagter on, with discussion from other expertsyas
noted that the condition of independence of trinlbinomial distribution is not satisfied with the
given situation because it was noted that if a fengives birth in a particular year, then the
probability of giving another birth in the next yeaill be somewhat low. Based on this thought,
Dandekar modified his binomial model in the form ofodified binomial distribution. The
modification was mainly done by incorporating tifad female gives a birth at certain point of time
then for certain period of time (non-susceptibleqm) the probability of giving birth is zero. Hso
derived the modified Poisson distribution as limgtiform of binomial distribution. This paper is
considered as the backbone of modeling the huntdititfein terms of number of births in a given
period.

Although the paper of Dandekar was published bndglie modified form of binomial
distribution did not give a satisfactorily good &if the model to the data. While doing his Ph.D,
at University of California, Dr. S.N. Singh was g@iv a problem to examine the reasons by his
supervisor Dr. J. Neyman that why modified binonaesitribution by Dandekar was not providing a
satisfactory fit. Initially for some time he coutwt visualize any reasonable answer to the problem.
After sometime, he noticed from his experience isf Village life that some of the females are
basically primarily sterile and are not able toeg@ny birth even during their whole reproductive
period. In the light of above fact, he modified tnedel proposed by Dandekar incorporating that a
certain proportion of females will not be able twegany birth during the period of five or seven
years. Incorporating this fact he published two guapin the Journal of American Statistical
Association (Singh 1963, Singh 1968). In (1963)gvapnit of time was taken as discrete (one month)
while in (1968) paper the time was treated as naotis.

The models proposed by Dandekar (1955) and Sing83(11968) were based on a common
assumption that there is one to one corresponddre®een conception and birth (i.e.
ignoring foetal loss). Later on, Singh and Bhattagh (1970) published a paper on a number of
conceptions in a given period incorporating the spmlty of foetal loss. In 1971, Singh &
Bhattacharya (1971) published another paper famaber of births and conceptions in a given period
of time in the bivariate form.

In all the above papers, it has been assumedhithadvtel of fecundability (or conception rate)
throughout the period of observation is constartis Tmay be reasonably true if the period of
observation is not large. However, it is also agetzed fact that fecundability may vary accordiog
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age/parity. Incorporating this fact, a parity degemt model for number of births in a given period
was proposed by Singh et al (1974). The model wadienl to the data collected in “Demographic
survey of Varanasi Rural 1969-70" and the fit waand to be reasonably good. The model also
provided the consequential impact of various hyptithal family planning programmes on fertility in
a given period which is one of the important usdsn@athematical models. In the above
model, possibility of variation in fecundability @n sterility over parity was considered.
Later on Bhattcharya et al. (1984) incorporated phossibility of foetal loss also and applied it to
compute births averted under different hypothetifahily planning programmes. Sheps et al.
(1973) have also given an extensive descriptianadels for number of conceptions and births.

The above-mentioned models have mainly been derfeeda period (0, T) where ‘0’
represents the time of marriage or start of thealennion. So the distributions are useful onlytfos
situation. However, if the start of the observagioperiod is not marriage but a distant point since
marriage, then the models need modification. Daad€k955) have termed this situation as an abrupt
sequence of time. Singh and Yadava (1977) considéie situation as equilibrium birth process and
derived a model for number of conceptions in a miyeeriod (T, T+t) where T is a distant
point since marriage.

In all the above papers, it has been assumed Hieaffeimale is exposed to the risk of
conception for the whole period (except during sareeptible period). However, there may be
situations where the female is not exposed toigkeaf conception even when she is not in the non-
susceptible period. This may be quite common fer rthgrated couples where the male partner is
away from home for a prolonged period and the ferpaktner is living at home. In this situation, the
male partner normally visits the home only for arshperiod say 1-2 months in a year. Singh et al.
(1981), have proposed a model for number of birtha given period for such type of couples and
given a procedure to estimate the fecundabilitgll®f such couples. After application of the model
to data of “Demographic survey of Varanasi Rur@%90”, it was found that the fecundability level
of such couples was substantially large in comparts the fecundability level of females living it
their husbands in the village. This differenceha tevel of fecundability of two types of coupleasv
mainly attributed to the higher coital frequencyroigrated couples when the male partner visited
home.

Sometimes models are required to describe theildistn of births to a female during a
specified period given that she has experienceiltla & the end of the observational period. Such
situations may arise for estimating fertility paegers utilizing data collected from females contimg
hospitals for delivery. Singh et al. (1975) havegmunded a probability distribution for number of
births to a female during the period (T, T+t) givkat she has experienced a birth at time T+t where
T is a distant point since marriage.

There is a property of a uniform number of birtlisinlg a period (T, T+t) in equilibrium birth
process. A natural question arises whether thbsfdr females giving a specified number of biiths
time (T, T+t) are also uniformly distributed ovenet period (T, T+t) Yadava and Srivastava
(1993) developed a methodology to investigate theve issue. They found that the births for this
situation are not uniformly distributed over timéhaugh there was a symmetry of specific type for
births in different segments of period ‘h’ wheré it the non-susceptible period associated with a
birth. This issue was mainly investigated to fite fprobability distribution of humber of surviving
children at time T+t out of births in the period {+t). Later on, Yadava and Tiwari (2007) extended
the idea of this behaviour by considering one-wegments of the period (T, T+t).

Models for birth intervals: Before describing various stochastic models athkintervals, it is
desirable to explain various types of birth intésva

a) First Birth Interval: The interval between marriage to first birth idimed as a first birth
interval.

b) Closed Birth Interval or Inter-live Birth Interval: The interval between two successive live
births is known as closed birth interval or inteelbirth interval.
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c) Last Closed Birth Interval: It is the interval between the last and next &i lve births of a
female. For example, if a female has given fouthsibefore the survey date then her last closed bir
interval is the time interval between her third &owkth birth.

d) Interior Birth Interval: It is the closed birth interval that begins andsin any segment of
time (which may be the age-group or the maritahtian or interval between two survey dates).

e) Open Birth Interval: The interval between the survey date and the afdgest birth is referred
as an open birth interval.

f) Forward Birth Interval: The interval between survey date and the dateeaf hive birth
posterior to the survey date is known as a forvisantth interval.

g) Straddling Birth Interval: An interval is said to be straddling at a particuége or at a
particular time point if one birth occurs beforatttage or specified point of time and the othethbir
occurs later. Any closed birth interval that stladdthe survey date is said to be straddling birth
interval.

Normally it is supposed that an inverse relatiopshétween number of births and birth
interval exists, so researchers have also triedtudy fertility through the use of birth intervals.
Initially, the researchers tried to examine thetriigtion of time of first conception /birth from
marriage. Singh (1964) proposed a model for the tohfirst birth and applied it to the data of a
survey near Varanasi. Almost at the same time Pattd Parker (1964), Sheps (1964, 1967), Pathak
(1967) have derived models for first conceptiveagleinder various sets of assumptions. Perhaps the
choice for the first conceptive delay was considefi@ simplicity because this was not going to
involve the non-susceptible period. However, suddats were giving an estimate of fecundability
level at the early part of marriage duration.

In all the above models, the basic assumption hasthe time of the first conception follows
a geometric distribution/exponential distributiofhe choice of geometric distribution was purely
based on the concept of geometric distributionvéerifrom a sequence of Bernoulli trials. We know
that for Bernoulli trials, the following three catidns have to be satisfied.

1. For each trial, there are only two possibilitiese being called a success and the other being
called a failure.

The probability of succegsremains constant from trial to trial.
3. The trials are independent.

While developing the model for the time of the tficenception, the authors considered one
menstrual cycle (one month) as a trial and it wassitlered that in each trial (in each menstrualedyc
there can be a conception or there cannot be apban. On the other hand, it was also assumed that
the probability of conception in a month i.e. fedahility remains constant from month to month till
the occurrence of the first conception. Further, was assumed safely that the trials
are independent i.e. outcome of a trial does rfecathe outcome of the other trials at leastthi#
time of the first conception. Since exponentialribsition is an analog of geometric distribution if
time is considered as continuous, hence some autfame also assumed the exponential distribution
for the time of the first conception.

Srinivasan (1966) developed a model to describeligtebution of time between successive
live births incorporating the possibility of foetakses as well as variation in post-partum améearr
period among females. Such intervals have beeadcald closed birth intervals. He also applied his
proposed model to the data of Gandhigram Survewg. ddta on inter-live birth interval have been
considered as providing the estimate of fecundglidetween two consecutive births which may be
useful to study variation in fecundability over iparHe also introduced the idea of the open birth
interval which is similar to the backward recurrerticne in renewal theory.

Then came a classical paper by Sheps et al. (1878h thoroughly discussed the truncation
effect on birth intervals and suggested that due tataken before analyzing birth interval data to
draw valid conclusions. Almost, at the same timejféfs (1968) also discussed the issue of
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analyzing closed birth interval by distinguishingtlseen the mean birth interval (births) and mean
birth interval (women) and gave examples to shoavdifference between the two. Later on, Menkan
and Sheps (1972) and Sheps et al.(1973) addedeairtbthension known as the sampling frame. This
dimension typically describes the difficulties bitimpact of sampling frame on the distribution of

birth intervals. Sampling frame (ascertainment pfan a birth interval refers to the manner in whic

a birth interval is determined. Apart from othemswlerations, the ascertainment plan or sampling
frame influences the distribution of birth intenga much so that many times one may draw incorrect
or misleading conclusions.

We explain the problem of sampling frame with araragle given below: Suppose a
researcher is interested in the study of intenaivben first birth and second birth based on data
collected in a survey on birth intervals of femalelso are in their reproductive age group (say
females of 15-49 years) at the time of survey. Nibwy,females under consideration may be

1) Females who have given exactly two birtleote the survey date and the data on duration
between first and second births are considered.

2) Females who have given at least two bibgfore the time of survey and data on the interval
between first and second births are considered.

3) Females whose marital duration is more tfiteen years are considered and the data on
duration between first and second births are censd

It can be seen that in all these cases, data relatiene between first and second births but their
distributions will be entirely different, even thgluthe data are from the same population.

The problem associated with the analysis of bintierival data can also be seen with the
classical example of th&aiting Time Paradox[see Feller (1966)]. Although the description of
waiting time paradox is given quite long back, @éesis desirable to give a brief description of the
paradox here also which gives an indication of fammis of analysis of data on duration variables of
which birth interval is a special case.

Suppose buses come at random at a bus stop. Thkeiriterval (X) between arrivals of
consecutive buses follows an exponential distrdvutvith p.d.f.

f(x) =2e x>0, A>0
ObviouslyE (X) = %

If a person reaches the bus stop at random, whiabevhis average waiting time to get the
next bus? Answer to this question can be givewnways.

(1) The average time between consecutive bus%saiad the person reaches the bus stop at
random. So on an average the person will be reg¢hmbus stop mid-way between the two
buses. The average waiting time for the persothimnext bus will be half gllfi.e.%.

(2) Exponential distribution has the property of ‘megndoss’ or it ‘forgets the past'.
Consequently, whenever the person reaches thadushés average waiting time for the next

. 1
bus will bez.

This is precisely the ‘waiting time paradox’. Oneoargument the average time will 425/1e
while on the other argument it is% . Solution to this problem was given utilizing uéts of

distribution theory. In fact actual value of avezagaiting time is/l{ but the other argument is also not

completely incorrect. In fact by putting the conlit that the person reaches the bus stop, the inter
arrival time between two such consecutive busdswtlremain exponential. It can be shown that this
distribution has the p.d.f.

f(x) = 22xe™
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which has meaé and half of this become/,llswhich is the average waiting time for the next.bus

Precisely, above gives the basis for treating dtiagl birth interval as different from usual closed
birth interval.

Although such result was in existence quite longkban another context, Srinivasan
(1968) did not make any distinction between sucidsiiing birth intervals from the usual closedHbirt
interval and in fact, he assumed that the meaheobpen birth interval will be half of the meanttoé
closed birth interval. In fact, open birth intervas similar to backward recurrence time
whereas waiting time for next bus may be considerefbrward recurrence time in the context of
renewal theory in the stochastic process. LatelLeridon (1969) pointed out about the fallacy of
result in Srinivasan (1968) and gave a correctesgion for a mean of the open birth interval.

Besides sampling frame and truncation effect, bgtmeity with respect to parameters
involved in a model may also alter the distributgignificantly. Hence, the selection effect witlain
heterogeneous population is also an important canééeterogeneity in the underlying population
places difficulties in the way of interpretation all statistical data based on averages. In fact th
problem discussed by Wolfers(1968) is a probleno@ated with heterogeneity among females with
respect to their fertility parameters. The problehranalysis of duration of post-partum amenorrhea
discussed in Singh et al. (1979b) is also problesoeiated with heterogeneity which has been termed
asSelection Bias.

The above issue can be explained with the follovargmple. Suppose we consider a group
of recently married females and follow them to asge the time of their first birth. Suppose X
denotes the time of first conception. If we asstinag fecundabilityp remains constant from month to
month and further assume that X follows a geomelistribution with p.m.f.

P[X =x] =pg* ! ,x=1,23,...,0<p<1
then we see that probability of conception in ih& fnonth will be p while it will beyp in the second
month (g = 1 — p). Thus the conditional probability of conceptiontire second month given that
female has not conceived in the first monthli_f’g = p. Similarly, it can be shown that conditional
probability of conception in a month given that dies not conceived earlier will always pe

However, if we assume that the population of fem@deheterogeneous with respect to fecundability
with p.d.f. f(p), then the probability of conception in first montiil be

p= f vf (p)dp

The probability of conception in the second montt e equal tof gpf (p)dp which can be
written asf pf (p)dp — [ p*f (p)dp.

But [ p*f(p)dp = p* + o,* whereg,? is the variance op, so the probability of conception in the
second month will be equalge- p? — 0,,%.

Therefore, the conditional probability of conceptim second month given that the female
= =2 - 2 2
has not conceived in the first month Will%éi_TU =p— f_Lp which is less thap (sinceap2 > 0).

Similarly, the conditional probability of conceptian any month will be declining over time. We may
draw two inferences from this finding. Either wancay that the fecundability is decreasing oveetim
or we can say that the population under consideras heterogeneous with respect to fecundability.
However, it does not seem reasonable to assumefgbandability is declining over time so the
second conclusion seems to be more reasonable.

Although forward birth interval and straddling hirinterval have little practical use because
these require the conduct of another survey aftauféiciently large period from the previous
survey, still their theoretical utility is never miinized because the straddling birth interval paesgia
theoretical basis to distinguish it from usual eldirth interval and the forward birth interval as
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different from half of the closed birth intervah this context, Singh et al.(1978) proposed a model
for forward birth interval whereas Yadava and Pand€1989); Yadava and Srivastava
(1994) developed models for straddling birth inérv Similarly, Singh and Bhattacharya
(1986) proposed a model for an interior birth iméérwhich may be more practical if the period of
observation is even short.

Although Wolfers (1968) made a distinction betweabe mean birth interval (births) and
mean birth interval (women) and gave a methodoltmgyestablish interrelationship between the
two but his argument for the relationship was gbieristic. Later on, Singh et al.(1989) proposed a
more rigorous approach to find the relationshipween the two and pointed out certain
inconsistencies in the results of Wolfers (1968).

In all the models discussed above, the fertilityapaeters during the birth interval period have
been assumed to be constant. However, it has leeentisat fecundability/conception rate is a bit low
in the early part of the menstruating interval heseaof reduced coitus rate when the child is too
young. For this situation, Bhattachaya et al. (3988posed models for closed birth interval
assuming fecundability to be time-dependent ancudised related problems of analysis of data. Later
on Yadava et al. (2009) also assumed the concepiterto be time-dependent by assuming that the
conception rate after the start of menstruatingrirdl linearly increases up to certain time andthe
becomes constant till the occurrence of next caimemnd applied it to a data set obtained in a
survey conducted in a hospital.

Till now we mainly discussed about closed birtlemaals. However, almost at the same time,
the idea of the open birth interval as a randonmegy of the closed birth interval was also intrastlic
by Srinivasan (1968) although a little attempt wiede to obtain specific distributions of the open
birth interval. At this stage, Pathak (1970) dedivee model for open birth interval for females with
specific marital duration and specific parity. H®wed that the proposed model was quite insensitive
to the changes in conception rate which implied da@a on open birth interval corresponding todixe
parity and marital duration is almost of no use drawing conclusions on conception rate.
Later on Singh et al. (1982) proposed a parity ddpat model for open birth interval and found that
it is also less sensitive to change in conceptite unless it changes drastically from parity totpa
However, it was seen that open birth interval pesdive of parity is quite sensitive to change in
fertility parameters (Singh et al.(1979a).

The models discussed above for closed birth inte@@ mainly for a closed birth interval of

a specific order. However, Yadava and Sharma (26@fe an analysis of consecutive closed birth
intervals and found expression for correlation leew the two assuming that the population is
heterogeneous with respect to the non-susceptidri@d but for a female it is constant in the two
consecutive intervals. Applying this methodology doreal data set, they found that the two
components of a closed birth interval viz. PPA amehstruating interval are negatively correlated
showing that if PPA is small, couples try to deflag menstruating interval, perhaps by reducing thei
coital frequency at least for some time. Howeueig inay not be the case if the PPA is large.

Later, Kumar and Yadava (2015) obtained an expyedsir correlation between consecutive
closed birth intervals assuming heterogeneity inception rate among females. They found that the
correlation coefficient between the consecutiverivdls is positive in a heterogeneous population.
However, it is important to mention here that Yamleand Sharma (2007) found the correlation
coefficient between PPA and menstruating intergat@i a specific data set while Kumar and Yadava
(2015) found theoretical expression for correlatiorefficient between consecutive closed birth
intervals in a heterogeneous population.

In their paper, Sheps et al.(1973) have made @nclisin between closed birth interval and
most recent closed birth interval. They have rem@drthat for a given age, the mean of the most
recent closed birth interval in somewhat highentttee mean of usual closed birth interval based on
cohort approach. For this, they have argued thainterval usually tends to select larger valuesanm
frequently resulting in the higher mean.
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In this direction, Singh et al. (1988) developeghaity dependent model for most recent
closed birth interval considering specific disttibans for various components of the closed birth
interval. Sharma (2004) studied the difference ketwusual closed birth interval and the most recent
closed birth interval considering a specific prdabigbdistribution. He showed that if the fertility
parameters are constant then there is no differeeivecen usual closed birth interval and most tecen
closed birth interval. However, he showed thatiean of the most recent closed birth interval is
somewhat higher than the mean of the usual clos#d ibterval if the population is heterogeneous
with respect to non-susceptible period or conceptate or both. Later on, Kumar (2012) obtained
expressions for the probability distribution of rhoscent closed birth interval and found expression
for its mean and studied the mean of most recased birth interval and usual closed birth interval
taking some specific hypothetical examples by $piegj the values of marital duration T and the
birth order.

Estimation of Parity Progression Ratios (PPR) and ristantaneous Parity Progression Ratios
(IPPR) fromOpen and Closed birth interval data: The parity progression ratio (PPR) was
introduced by Henry (1953) as a useful measurertfify. It did not, however, gain wide applicatio
because of various difficulties encountered withniteasurement, data needs, and conceptualization
with respect to cohort and period measures. Si$aiwvg1968) introduced the instantaneous parity
progression ratio (IPPR) which is conceptually efiént from PPR. In factPPR denotes the
probability that a woman after delivering hiirth will ever proceed to the next birtivhile IPPR is

the probability that a women of paritgit the time of survey will ever proceed to the trth.

Srinivasan (1968) gave a procedure to estimatéPfAR for parity which requires data df,
the interval between thé& and the(i + 1) birth andV;, the interval between th# birth and terminal
point of the reproductive period (say 45 years)tfia females who have crossed the reproductive age
and thei" child happens to be their last child. While derivhis procedure, Srinivasan assumed that
the i order births are uniformly distributed over timedashowed that average open birth interval of

fertile females (the females who definitely procéedext birth) |s—] while the mean open birth

E[T;
interval for sterile females (the females who beeaterile after giving™ birth) |s [l ]]

usually data of; lack in most of the fertility surveys and if axaile, generally suffer from different
types of biases.

However,

In the light of above difficulty, Yadava and Bhaftarya (1985) proposed a procedure to
estimate PPR utilizing data only on closed and dggh interval by considering only those females
who have open birth interval (OBI) less than orado a specified period, whereC is so chosen
that the probability of next birth from the birth a child afterC, is almost negligible. Later on
Yadava and Saxena (1989) have given a methodotoggrvert PPR to IPPR and vice versa. The
methodology converts PPR to IPPR by computingithatis the proportion of females who proceed
to next birth after giving theif" birth then what would be this proportion at thediof the survey.

In Yadava and Bhattacharya (1985) procedure, tlmécehof C such tha®[Ti > C] = 0 has been
taken mainly to evaluate an intngé’f(l — F;(t))dt asfoc(l — Fi(t))dt = E(T;)whereF;(t) is the
distribution function ofT;.Yadava et al. (1992) relaxed this condition an@rahtively suggested
thatfoc(l - Fi(t))dtcan be evaluated for smaller valueCalso by using an appropriate quadrature
formula provided the distribution @tis known.

One of the major assumptions in Srinivasan (1968)tava and Bhattacharya (1985); Yadava
and Saxena (1989) and Yadava et al. (1992) igtleabirth ofi™ order are uniformly distributed over
time. This assumption may be reasonably true fetationary population with no change in fertility
schedule over time. However for populations withargying pattern in fertility schedule, this
assumption may not be appropriate. Recently Ya@aa. (2013b) have given a procedure for this
situation and applied it to NFHS-3 data for statdsAndhra Pradesh and Tamilnadu which
experienced significant decline in fertility neaetNFHS-3 survey.
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Although we have mentioned above that PPR and IBRRconceptually different but
normally it is not easy to visualize the differermmdween the two. So we try to explain this differe
mathematically as given below.

At the time of the survey, women of paritynay proceed to the next parity or may not. We
refer these two types of women as “fertile” ancefde”. The proportion of fertile and sterile women
giving a i birth is a; and (1 — a;) respectively. Obviouslyr; is PPR for parityi. For a fertile
woman,T;denotes the interval between tifeand the(i + 1)" birth. The probability density df;is
fi(t) and the cumulative distribution functiorFigt). If it is assumed as Srinivasan (1968) did, that
order births are uniformly distributed over timken the total number af" order births during any
time interval(t,t + dt) is B;dt(which means that it depends on the lengitlof the interval but not
on t) out of whicha;B;dtwomen will be fertile and1 — «;)B;dt will be sterile.The total number of
fertile women of parityi having an open birth interval betweemandt + dt is a;B;(1 — F;(t))dt,
and then the total number of fertile women having"aorder open birth interval at the time of the

survey will befooo aiBl-(l —Fi(t))dtif the duration of the reproductive period is asednio be
infinite. However, usually(l —Fl-(t)) becomes almost zero for a finite value tofsay C* and

consequently”(1 — Fy())dt = foc*(l — Fy(t))dt.T;being a positive random variablg*(1 —
F;(t))dt = E(Ty),

The total number of fertile women having open bintierval less thad will be
Cc
J- al-Bl-(l - Fl(t))dt,
0
Becausé™ order births are uniformly distributed over timeda1 — «;) is the proportion of females

who become sterile after giving théft birth, the number of such sterile females willoat® uniform
over time. Thus the total number of sterile wométhwpen birth interval less thahwill be

C
J- (1 - al-)Bl-dt = (1 - (XL')BL'C .
0
So the total number of females at the time of suwigh open birth interval less tha@hwill be
C
J a;B;(1 - Fi(¢))dt + (1 — a;)B;C
0

Thus the proportion of fertile women in the samglie¢he time of the survey with open birth interval
less tharC will be

_ fOC aiBi(l - Fl(t))dt _ foc a'l-(l - Fl(t))dt
- foc al-Bl-(l - Fl(t))dt + (1 - (XL')BL'C - foc a'l-(l - Fl(t))dt + (1 - al-)C .

gt = a;E(Ty)
: ociE(Tl-) + (1 - ai)C

This proportiong;* is known as IPPR for those women whose open Iitéhval is less than
or equal taCat the time of survey, which obviously differs frafme. PPR. It does depend not only on
a; but also onE(T;) and C. Based on this approach, Yadava and Srivastava8jl8ave a
methodology to estimate the proportion of fertdentles among the females who have their open
birth interval betwee;andC, (say).

It is pertinent to mention here that we have onleg a description of the methods for
computation of PPR and IPPR from data on open krs@a birth interval. However, there exist other
methods also for computation of PPR but we havenohided those here. Although estimates of PPR
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for different parities are quite important and imfative but at the same time these can also be used
for computation of total marital fertility rate (TlRR) and total fertility rate (TFR). The TMFR is
given as

TMFR=a( + aga; + agaa,+...

whereay, is the probability that a female after marriagdl @ier proceed to first birth. Similarky, is
the probability that a female at parity one willeeyproceed to the second birth and so on. If we
multiply the TMFR by the probability that a femaldl ever marry, we get the value of TFR.

Son preference and sex ratio at birthSon preference is a worldwide phenomenon and psribhép
more pronounced in Indian rural society than elss@hMany demographers believe that the strong
desire for sons is one of the major causes for fagflity of rural Indian females. A natural quiest

on this issue also arises: Does the son prefergiteethe sex ratio at birth (SRB)? Winston (1932)
investigated this issue with the help of certaitadand stated that the practice of son preferelocg a
with birth control may increase the SRB in favotimales. Later on, it was found that this conjeetur
was wrong, and that the behaviour of son prefergriltenot alter the SRB in a population [Robbins
(1952)]. Weiler (1959) also showed that son prefeeealong with birth control will not alter the
SRB. However, he has mentioned that this is trig when the probability of producing a male child
(p) is the same for all females of a population, #vat the SRB will get affected @ varies among
females.

Goodman (1961) also showed that, generally, anypstg rule would have no effect on the
SRB for constanp, but, if there is variation ip, the SRB, of course, does get affected. Sheps3j196
has derived an expression for the distributionhef size of families when the couples achieved the
desired minimum family size and sex compositiontted children. She considered the case of a
predetermined maximum number of children to be laorth used the strategy of at lebdioys andg
girls subject to the condition that+ g < k. Mitra (1970), on the other hand, used the styateg
having a minimum ob boys andg girls in not more tha# trials. Both Sheps and Mitra assumed the
probability of producing a male child to be constdor all couples. Keyfitz (1968) showed
mathematically that the SRB in a population becosrealler when couples use a male-preferring
stopping rule if there exists variability in. This holds true when we weiglpt according to a

probability distributionf (p) such thatfolf(p)dp = 1. For example, if couples stop child bearing

once they get their first son, then the SRB willthe harmonic mean @f which is always less than
the average.

The results derived by Weiler (1959), Goodman (1981d Keyfitz (1968) for the case of
heterogeneous females are purely theoretical imr@diased on mathematical foundation. However,
nothing definite is known about whether the probigbof producing a male child is constant or
whether it varies in a population of females. Ois thsue, Malinvaud (1955) and Garenne (2009),
based on a large amount of data on the sex oftitdren born, have claimed that couples vary in
their probability of producing a boy. Recently Jan{2011) has also agreed that there may be some
biological reasons for heterogeneity in the prolitgdadf producing a male child. While examining the
possible effect on the sex ratio of human birthghef cycle day of conception, James (2000) has
concluded that “there seems strong evidence thaghs offspring sex ratio is reportedly associated
with the cycle day of conception”. This may produceariation in the probability of producing a
male child in a population due to the variatiortdital pattern during a menstrual cycle. Howevér, a
these results show a possibility of heterogeneity vespect to probability of producing a male dhil
but nothing definite is known on the possible Vvioia in this probability. So an investigation ofth
effect of this variability on the SRB remains valid

In all the above mentioned papers, the authors hasemed that females (or couples) do not
have any control over the sex of the child and thatsex of the child is purely random in nature (o
course they may have a preference for the sexeothiid). However, this condition may change if
couples have control over the sex of the child.sTiiay happen if couples opt for sex selective
abortions. This option along with sex preferredpptog rules may have more impact on the SRB.
Recently Yadava et al. (2013a) have studied theatpf various hypothetical sex selective abortion
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programs on sex ratio at birth. Yadava et al. (20fe tried to study the probability of coition on
different days of menstrual cycle near the daywflation using the markov chain approach and tried
to study its impact on sex ratio at birth.

It is pertinent to mention here that the presermiepadoes not provide a comprehensive
description of all the stochastic models develofmrchuman fertility but only tries to give a brief
description of the directions in which the stoclastodels have been developed at the Department of
Statistics, Banaras Hindu University.
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